AT EReEM (A) CyanHaze

AIEsEEM (A) CyanHaze
L]
F—F: YHRATER
BIE: ATERRFSEUEEM
FE=E: ATERHIN B AEM
SFEIUE: MNIFBEKRERTEES
FHE: BIFS5HHRER
[E]|) &5
pap= - bl
FRE: FUERRR LRI
REDITRA
BUERRERIA
FLE: REMBSEMEBMHF
HIEEREL
IRICEREL
Bl FHRICERE]
DEIRKEREL
it as
E)\E: BIUREMLE (CNN)
FNE: BAHFELML (RNN)
FE: BENATSER A ALE
TREENFfh 51
F+—E: BRESLHEPAMEE
NARIIE

Transformer

RABd
FI¥r20% (208%%H)
EAj%207> (20%R)
%6309 (158K)
ITE159 (3:)

B&15% (38R)
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Eg=Eizt g
1, RSiEEE:
import tensorflow as tf
from tensorflow.keras.models import Sequential
model.fit(x_train, y_train, epochs=10, batch_size=32)
2, EEE:
model.compile(optimizer='adam’,
loss="binary_crossentropy’,
metrics=['accuracy'])
3. BEE: WEEMtA
tean: HEmNMFRITREFABRARE". “th3inE 1
VARS8 ANE SR
Bean: BARWURERIT RS

F—F: HRAISE
o =KFIk:
o FEEN:
» NFREEEN.
» AAAFRNFIRENEARRTERS. IR AR S RAEM L H—FB1E
=8,
iR KEME, TE, RIS,
TRA: AIMSMEE R, FHREHER, SRTEHENDI,
o EREEEN:
» NFRMBEFIRSEESR.
o BTN ABKRIEYIRE R LS SRR AR ARITORE,
» BHT AT#HET. EFHEMEIONSBEIMNRERS.
» i BEaiIlGRTN, BENT, SSHEENFS,

G ARG, JIGRBEN, SPREINA, SRS, SRER
.
« FINEG: ARIRE), HSEERE, EEH., ChatGPT %,
o fFREN:
« BEEMANTH, SHFREEANRE,
" DABAHEEAEIR.
.« BT B,
. BERH
SREHERES
F—RRE: HSELME
SRR BT A
SRR

O O O O
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B8 ATERRARIEEY
o NIZERE=ER: Hix iE 8h
o ATERERFRALE:
o EMiRiER: RFRME. WHRE. HERE
o BEHNAR
o HEENAE
o DERSMARINY: FifsE. B8R EHlsE. BARS. BHiRE

B=F: AIHEHNAFZE

e Python&By (B%)
o FEZFIMEZR: PyTorch TensorFlow

BT MEEKRERINRFES
B MU B SR, RADEATTS

Week 0 Search - CS50's Introduction to Artificial Intelligence with Python

Week 3 Algorithms - CS50x 2025
o ENERIEF:

o AWNE: INARMET EXAER, HIEFEEHRIUE

o 434i%: Divide and Conquer, ZLUBIFFKZEM

o [EIfi%: thIUSEERE, ERRAFXEN

o HSHIKEL: L=SiEghdia), BRARoHEAFER, FRBAIEER
o HZTENA:

o EER:

AR (Initial State)
» BiRIRZE (Goal State)
= #B{E (Operators)
. BR12 (Path)

o BEIEX:

RERELTER
AEE
SHFRIBHER
WEEE

BEREER

I EMRFER

BA-BINER
TEEER REMER

B R
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. e
o BMUER:

- B WA

. B

g

o WiE:

» g FIEE IEEE

= T

o PEE R SR BER. IO
o 4%

s BIEEFS): X, YEEH
= 952 (Classification) : $FIEEHRESHITION, WEGSZE
= [@)3 (Regression) : FUUNELAYE, WEMTTN
» TEESS): XBH. YREH, KMEURHINESEH
s B EHRREEESE, NEFPEY
n R4 EOEURERET I, WERD DT (PCA)
s REEESS): #HHX YEH, S8 ENERIETIREFRINTEIEES
» [EESREG R EEUEAIRAS
» BUFEIFEFES
o EIEEL:
» BIEEEY: &MEE. ZERT. REK. FBYLERM. STHFEEN (SYM) | KIREE
& (K-NN) | fRERZE (NN)
 EREES: KIERZE (K-Means) . BIREE. DD (PCA) . BEEN
o HiE4bIE
o FUEIRENFIIT—L:
* min-maxtREN (MinMaxScaler) : BREFZE(0, 1] X[E]

! T — Tmin
r = ———————
Tmazr — Lmin

» Z-scorefrfEfY, (StandardScaler) : {FEUEHEINELESDS

L _z-X
-8
» |3—{t (Normalizer) : L2I3—k
g =2
ETm?

o HIRTEMW: BEIRENFI/R(E, Binarizer
o YmAS:
 RERED: BAREENSESR AT RN EFRETE
n RAGRED: BRI RRERRR B
FhE: MRS5Sk IEE

B RIRSSERNEERART , SRR AEERXRIR
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o] )3 t=5

o BUKTIERIE
1. WEEIRE
2. DR
3. 1SEIRE TSR
4. 3)|| 2R
5. FHh1EEY
6. fSEFEEETIN
7. BEENuH

o [O]FHEEIHSE
o RETEHE: [HEAF. ShEl
o FHETEHNE: HHmEET. SHmtES
o IRFKEMR: ZitmEF. JELiEmET

ZHRAER: FEEIE. REN. SHFEE
» ZORER: JREN. BN, SRIFEEN
RInSHE: PIREDR. SIREDE
BRRIXRR: HEHR, BRDE
o LEMNRES: ENEFEIEARFLR
flz) =w'z+p
w : BUE [ Eweight
b : fmELibias
T HNRHE ) &

o ZHEEITIREL: (EFHsigmoldRENE LM RETR L H0R)1 2 EERE

1
14 e %

z=wlz+b

Sigmoid : o(z) =

o RERMIDRIRE
o MEMIE:
1. FHERRR . IEEMNFHED BRI m  BIEUE
2. RERIERL: BT
3. RERIIEER: . R SIERE

BNE: BERISESSHPRLEEE

o HIEREMEEEE

o BRIUEER: SLEEGSE
o SIRINEER: MHFEEAKE
o RIZMENE: SHATIHESERERIN AR
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REPITREAR

e K-means&i%
1. 308 IERKANDIEFERD : py, p2, ..., pk
2. pERiEE: HEE—ERL, 2SN EPORES

d(zi, pr) = \/Efim(mi,t — Wkt)?
BAHE S EREEERIIES O R AR
3. BIMYE: EFtEEAENSL, FEESIORETE RNEASE

X7 Wi kT

e =
Y wik

SURPRMERIA

o EMDOIEIL (PCA) | SHAUESERANIERTIH

EtE: FEMSELAML
BPEE. HETIEATIAINEE HETERSA (P1528) AIHEXAIE

HEFRRISRFIESRBAREZISNHRFESY (ARG ANTEE)

iREZF3) (Deep Learning, DL) EHRFIN—PFE,

EERZEA

THHERBIAGHETAEIREN, EERE. 1ESFSES. 2R
BERBIEEZERE, AR TEERR, WSS ENERRE
ERFRTEERHSIENER, NTHEREEFIHE ST,

FHIE
ZEMBEE: HESEMETTAER, SRR, REEMRLHE. XEE
ZEESNETMRER TIER, TRERAIMBLE,

hidden layer 1 hidden Inyer 2 hidden layer 3

o REFIEMEE:
o JRINEH:

 SNFHTRRGINARNEE
» IREREMHENESHBANE. EREMEHEEN
o fiiites:

v BETNEERBPEIZRIRLEIE

FEEE =
1. SRR (MLP) g =<
2. BRI BIENSHEET: BN RASIE G RIE, TEATSHSTTE,
3. BRI FRERERY: FES ISR hEEFRIEIEMERE (WReLU,
4. Transformer sigmoidZ) , (H/SIERIEEE S EZIIEEM X R,
: el KSR BT BB ERATIASKIERE, SRR IERAE
5. ¥ EUEEY SMEAIAEERSE, IR SR AT LR,

" RBETEENREE: BEFIR. BEBEK. BERE. BH&MA

o Tl
o BPELA:
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BPELARS R

(1) BEE. HE¥S: BPEIEEBIRER
RIS HEIAN, TR
BY, LUABIBHABENMH,

(2) BIBEIFLALIEIAES): TR
SHETEIERAE IR, EUBPEIARE
QB A .

(3) PEIESIR: RENRACER
REMECEIRARMIHEUAN, BES
g e

(4) BIBATEHAEN: TEIIGEERIE, BPE
LIRS S BT AT
A

P d B

BPEIERIRRE

(1) ZENBER&R/IME: BTFBPEIERBIZEE
T, BEBANBERIVMEMEAZI2BRNE.

(2) WSWERER: HTFHENETNSHERES, 8
RERHREEEHABAMENERE, SEUSHEE
®ig.

(3) EPRIANRZIEICIES: EFRTIEFENT
RERSETREHITAE, DBERIAESE
=N

(4) EIFFEARNTREETIEER: 1D)lgdET,
FIFH AN TRAETZRIBEF IR BEFA.

e Sigmoid
1
r)=———
@)= 1=
i i 0s Rk
Sigmoid ﬁ I
& 2) 7E-3532 0], ALY
fa) = — o 3) (E-3532 40, RAAHE
lte® - &) WIRIEO~1 2], AR, XEkE T —
A0 R BB IEM N
e Tanh
et —e*
T)=—""—
@)= e
Tanh Fitk
w 1) ekt
g 2) 1E-3532(8, RALHRBE
fle)=5—— : . 3) #E-35324h, AVRERR
e te? 4) {EEFE-1~1208, SXRREE, BRT SigmoidfESR
5) HREELLSigmoidBEl, SRR RIS
e RelU
f(z) = maz(0,x)
RelLU 1) JELRtE
2) AR EEREEETT
3) itEEER
f(z) = maz(0,2) 4) BETORIEE
ReLUZBRIISE BRI E BIIRKES
e ELU
x if >0
fi(a;) = - :
ae®—=1) ifz<0
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f(x)

10
ELU 8 1) et
6 2) IEEER (FEKSTERER)
e 4 3) SHOIAE, AEHIGEEIoRIRI
z ! 4) EReLU#ELL, iRBSET_ LT
fl(al){a(ea_l) iz <0 2 B ﬁ%ﬁﬁﬁ:\ﬁ'gﬁﬁ N
—io 5 5 10
e Softmax
e’
Si = -
j€’
Softmax Softmax@F— M EAEELHIKELERESE (HRAIP—L") B — I KENLHEE, H
B \TEISCEEME, )28, FERBITENFA1. FEit, SoftmaxfyisH T AR
o o5, EPEMERNRESANRETXNTTRBETEN L8R,
S = Big: MRS ZH—NEERES KSR, RATRE—E, BiHoXRER, LM
E! e ZMENDE, W FEHFRI. YiRDk. BEERENSE. SKMUENE

YRR EY
BEAMAHEESE, ALY AEEE
ElRKFRE]

o H75iRZE (mean_squared_error,MSE)
1

MSE =
N

= (Y; - Y5)?
o IYMEIHRZE (mean_absolute_error,MAE)
1 -
MAE = =31 |Y; - Y|

o FIMITHSLIRZE (mean_absolute_percentage_error,MAPE)

1.y YiY
MAPE = NELI

* 100

A

o IHRIEGRE (mean_squared_logarithmic_error,MSLE)
MSLE = %Zf\il[log(l}i +1) — log(Y; + 1)]?
b WEMSMEIR, BMRBERNEIRENRMSLE, AV MSLE
PHRIRK L
o THHIZZXE (binary_crossentropy)

1 N N
Loss = —NZ}{L[Y,- xlogY; + (1 = Y;) xlog(1 — Y;)]

L LSRR

o ZHH,ETNIE (categorical_crossentropy)

1 A
Loss = —sz\ilYi * logY;
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{1tz
o BENVEETREE (SGD)

FEHEEE FFEiL Stochastic Gradient Descent, SGD
—IRTEEEEARNREZ>—RRATE— () &R

flim: 1 &3
2 A JFTHE
3 AIENFEGERMN (TR A8EEE)
4 Ble2R&RMN

BR: 1A f8E
2 (XM S R
3 MEHER AR
4 {EBIA OIS

Mot tEBE TIEE (Mini-batch SGD)
NEHETIEE (Momentum SGD)

o BIENHESZE (AdaGrad)
BiEN#ESE X Adaptive Gradient,, AdaGrad
RIENENBE BEN AR SR

fLm: 1 BaitiEREI=R
2 BiERN, ENE "SE—E"
BR: 1 #3EEEL (JIHREE D)
2)|IEREREE

A BERELRBEL (RMSProp)
BiEnEGitix (Adam) BEIREH

BI\E: SREERLE (CNN)
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The whole CNN

Convolution

30

AT SR Y 5 BB 22 I 28 5 2 th B B2 | A3 4 2 A )2 41 B A ISt B
M4, HhBBIZ XA EERZER . kg mEa—1ik. XMEEUZT L2 HE
Fplk,

€] 8-6 JE it ] B A BRI 22 [ 2% . MR &Rt A2, B i —1k . — K&
B (BRE=641) . —Kitbfb Qlfb=2X2, FK=2). MLP&i&#Z. il
JZIG . RAG 1504 Kah . A — BB 2 N4 n] LA 240 BB L )2
in AlexNet, W& 8-7 i,

24576
32x32 3432432 (3%64) =3232 (3%64) *16%16 150
P 1 . 144:80.52%
; 4 .1 H— {t D E fﬂ Tl‘l ft ﬁ'i ql jf,] :0.52%
'-&' J 1 o 1%:7.09%
\ e » e = -
ERUZ R

=2 B, . RE

Bt (pooling) : HLBFRTREE, EEEHME4IVFIENRY, BMTEE. HHNREBETUURAE—E
BXIFFRIOFITHEEES TIZFREBERE. UREFEEGEABN. FTih, MBilitit,. L2SBEGBK.
K-maxittitF12BFittE. CNNEB2x2Kig# Tk, BI9-2: RHMTRISEEBTRRCME, SeUEn2«2,

RAHE pullei s REtltte fullesi:s 23 34 55 3

E 137 g Radom(12,11,17,10)

Figitetk pER L2ttt

25
(57 [0 | “ 26 23 ]

N
o2}
o

43

A1=(23+34+15+43)/ 4=28.75 A2=(55+32+27+30)/ 4=36 A3=(66+43+39+54)/ 4=50.5
A4=(33+67+56+89)/ 4=61.25 A5=(47+28+90+35)/ 4=50 A6=(36+49+77+65)/ 4=56.75

A7=(54+32+63+67)/ 4=54 AB=(37+48+38+43)/ 4=415  A9=(65+32+29+54)/ 4=45



64 X16X16
123
150
4 5 6 -\123456789\
_@w 7 8 9
SoftMax
B¥: BTHSHNEREN—4E, WEMLP, 5Tk
RIGHIDEES.
MLP 433

JEIES (One-Hot code) : TEDKMERAF, FAIFBESARNDEMA,23, ... XMEFIIHFFRET, [k
B IEAEX AR BRI TRID, HITENRAIE, FRERS U ERHSRERMNREN D KER

A £l ¥ 4+ * R Xy ¥ 4+ ES KA
Wi 1 0 0 0 0 #  0.76 0.18 0.03 0.02 0.0l 1
] 0 1 0 0 0 ) 0.05 0.92 0.0l 0.0l 0.0l 1
MIRES-4RES BRI EER
==, ¢ 2 R

FNE: EHHENL (RNN)
s — SEREN MLP
Hufﬁ*ﬁi@gﬁ MIN —» Net | ... |+ Net » fi

GIREMLE CNN

hidenNet TER M4 RNN
I Kigigicizmeg LST™
RIEHREZ RIS -

N\ —»{ mainNet Hopfield M4

RIS
< AR
A NS "
< Hb3E

TEIREZMILE (Recurrent Neural Network, RNN) : 2—FUSBRERINRIEHERLE, EIBETMERS
HUE. RNNAURZOBARETEBEIRGEN, (HEMEeEEAFIRAFESPRIRARE I ER. RNNAIERR
TTE— N EEEINEEINHENEE, X MENEZAIFMEEMES MNIEECREERNT, sEEFIAZaIRE
SHER. BAKR, RNNESMESESER—NMIN, HE— N ad, ERNERBRES (BRURE)

SWEHRFHEEE T — R,
iEE \ P 0 Y
=] eGW{ﬁwm
W] |H| g‘g%ﬂ :

& WHVap

@ Yi = h(V e S +a)
© B

RNN S = f(WeX,+HeS,+5)

TRiE— TJRiE—

w‘RE=

RNNFICNNAMFICR T, XMEEENARKHE, FMEHALERE ()
NRFTRFE, BREGXREI—PCNNRIER. IR HF T, BT ARRR.

F1E: TEHATSERMAFLEE
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SRR Sk

FRWIE, SCRRIE: TP EIEA)

FUMIta, SEBRIE: FN RG]

FRMIE. SKPRfa: FP{RIEfS)

Fulta, sEPRfh: TN BRI
o JERAE (Accuracy)

T I B A A

R = 100%
peany
o #EREZR (Precision)
. P
BHfR TP+ FP * 100%
e Z[EE (Recall)
TP
73 _
A [F] 5% TP L FN * 100%

e FI{E

KR « HE%E
it + HR%x

F1=2x

* ROCHHZ:: HEFREK, |EREHYT

B+—5: BAESLERRIER
____

.{ 10/ {9 2 51 KA 4

CBOW#EE!
(ol
Wien | P T
o 7 | m e ﬁ -
MWD | [N MUW,“ A L Mﬂ %) ’—|
P //
l:D oK
N [SBV]4k — < \
- ey Xy m Transformer
s [VoB] b3t I (W(tm |
HFEx o il G.-amgg:-

42

Token: <k, ﬂLlle—/l\ff‘—, ALE—NA, ER—FE, EEE—FH, EFERNIENR.
ARE, — "TokenHZ2EIDERA (IH) B—OEDEIRNENEN, B—MIENBRIES
%ﬁﬁi”‘a“éﬂ*iiﬂ’ﬂﬁgzﬁﬁﬁ, EINBA, EXFTHN

/71553'353 BRI AR JRICERSMoken, B)F9Moken

RUFEMARLE"
EAS "AEWLSEMA-M-E-U-E" IALER6Moken, £)F6 token
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RILIEUE e —

- cos(0°)=1

BRI FNEER A B, B34 A. B siRtzEbETEAIAT: COS(90°)=0
A-B I = :
Cosine Similarity= cos# = ]—m-B——T LC_OS(‘I?OO)-.-‘I

A-BFFEa2 AT B®SR, Y A-Bj(i=1~m, j=1~n)

ij

TlIAll ||l RARHSIOBAETD, \Z(Az-)? x \Z(B.f)?

RrstEEES JaccardtB{eIE
EJ(A,B)= — 2B
d = Z(m,—y,P AIF+]IBI*—=A-B
= s, A-B STAERE, |ARBISNETAS A W B 0,
- _ |AnB]
ERwE, WA A | UEX: J(AB)= P
: A, WAASTSIIE

XAHEE
o RIZIEIIE
C’osineSimilarity(f_f, é) = :4—3_’
AlB]
o EXEGIERS
d= \/2?:1(332' —¥i)?
e JaccardtBLUE
J accardSimz'larity(f_f, E) = f_l, i ?
AUB
) AB
A-A+B-B-A-B

o SNRUEEE
d=\/Tilzi v

Transformer
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